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Why Has Infant Mortality Decreased at Such 
Different Rates in Different Countries? 
 
 
 
 

ABSTRACT 

Controlling for socioeconomic and geographic factors, infant mortality (IMR) has been 
declining at about 1.6% per year, a high rate of ‘technical progress’.  This paper adduces 
theoretical and empirical reasons for rejecting the standard assumption of equal technical 
progress across countries.  Allowing heterogeneity sharply reduces the income elasticity 
of IMR and points to differing rates of technical progress (or diffusion) as the principal 
source of the (large) cross-country variation in rate of IMR decline.  The paper 
decomposes IMR decline into its sources for each country and generates estimates of 
country performance based on the country-specific component of technical progress.
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WHY HAS INFANT MORTALITY DECREASED AT SUCH 
DIFFERENT RATES IN DFFERENT COUNTRIES? 

 
by 

 
Dean T. Jamison, Martin E. Sandbu and Jia Wang* 

 

 “The rapidity with which the death rate has declined in most of the 
underdeveloped areas … has been unprecedented. It has never been matched at any time 
in the now advanced countries … it seems clear that the great reduction of mortality in 
underdeveloped areas since 1940 has been brought about mainly by the discovery of new 
methods of disease treatment applicable at reasonable cost [and] by the diffusion of these 
new methods … The reduction could be rapid because it did not depend on general 
economic development or social modernization … Though in the literature on public 
health there is still great lip service paid to the necessity of general economic 
improvement and community welfare in the control of disease, the truth is that many 
scourges can be stamped out with none of this…”  

 

Kingsley Davis  
American Economic Review (1956, pp. 306-07 and p. 314). 

I.  INTRODUCTION 

The twentieth century differed dramatically from previous history in two critically 
important domains.  First, the rapid economic growth that had begun in the 19th century 
in the countries of the North Atlantic diffused widely around the globe while continuing 
in the countries where it originated (Maddison, 1999; DeLong, 2000).  Second, human 
mortality rates plummeted.  Again, the changes began in the North Atlantic countries in 
the 19th century but remained modest until the 20th century, during which they both 
accelerated and spread to most of the world (Easterlin, 1996 and 1998).  During this 
period life expectancies typically doubled —entailing major immediate improvements in 
human welfare, dramatic declines in fertility and, in consequence, transformations of the 
age structures of populations and of the economic environment. 
______________________ 

* Jamison is with University of California, Los Angeles, and the Fogarty International Center of 
the U.S. National Institutes of Health; Sandbu is with the Earth Institute, Columbia University; and Wang is 
with the Center for the Study of Evaluation, UCLA. An earlier version of this paper was presented at the 
2nd Meeting of the International Health Economics Association, Rotterdam (Jamision and Wang, June 
1999).  The authors wish to express their appreciation for valuable feedback received at that presentation, at 
presentations later at the World Bank, Harvard University, Johns Hopkins University, UCLA, the 
University of North Carolina, and at meetings of Working Group 1 of the WHO Commission on 
Macroeconomics and Health.  We have also received helpful comments from George Alleyne, Alok 
Bhargava, David Bishai, David Bloom, David Canning, Daniel Cohen, Angus Deaton, Gary King, Mead 
Over, John Powles, Lant Pritchett and Jeffrey Sachs. Financial support for preparation of this paper was 
provided by WG-1/CMH, by the Fogarty International Center of the National Institutes of Health, and by 
the Disease Control Priorities Project.    
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Subsequent to Solow’s (1957) assessment of the long-term determinants of 

income growth in the United States, investigators have generated a huge literature on 
both proximate and deeper-seated determinants of economic growth, and on the sources 
of its variation across countries. Perhaps because the magnitude and rapidity of the 
mortality transformation remain less widely known — or it is judged to be of a different 
order of significance — far less attention has been paid to its causes than to the 
determinants of income growth. Yet, arguably, the welfare significance of mortality 
change has indeed been of the same order as that of income growth, and understanding 
the sources of mortality decline is therefore correspondingly important.1 

 
Most analysts agree that advances in science and technology have underpinned 

the 20th century transformations of income and mortality levels.  Models of economic 
growth rely heavily on technological progress (i.e. changes in total factor productivity) to 
account for economic change (Solow, 1957; Boskin and Lau, 2000; Easterly and Levine, 
2000).  Preston (1975, 1980) and Fuchs (1974) provided early quantitative assessments of 
the central importance of technical progress in accounting for 20th century increases in 
life expectancy, although the quote from Kingsley Davis at the outset of this paper points 
to an earlier, similar interpretation.  While life expectancy and per capita income 
correlate across countries at any given time, with a particularly strong relation at low-
income levels, Preston stressed how much average life expectancy has been increasing 
over time at any given level of income.  Many middle-income countries today, for 
example, have per capita income levels close to what the United States had had around 
1900.  Yet in 1900 life expectancy in the U.S. was only about 49 years whereas in many 
middle-income countries today life expectancy exceeds 75 years and, indeed, is close to 
that of the U.S. More recent econometric work, on the other hand, assigns a less central 
role to technical progress in determining levels of health and suggests a greater 
explanatory power for income variation (for examples, see Pritchett and Summers, 1996, 
and Filmer and Pritchett, 1999). 

 
 
 
 
 
 
 

                                                 
1 Easterlin (1996) and Crafts (2000) place an emphasis on mortality transformation that is comparable to 
their emphasis on economic growth in their retrospectives on the unprecedented changes in the human 
condition during the 20th century, whereas DeLong (2000), for example, places far more exclusive 
emphasis on the growth of income (and on the availability of altogether new material goods). When 
reasonable estimates of the dollar value of mortality reduction are added to the value of material output 
growth, however, 20 to 50 percent of the growth in total economic welfare has been attributed to mortality 
reductions for different countries in different eras. Usher (1973) provided the first such estimates; Mokyr 
and Stein (1997) provide estimates for high-income countries in the late 19th and early 20th century; 
Nordhaus (2003) provides recent estimates for the United States; and Jamison, Sachs and Wang (2001) 
provide recent estimates for selected African countries, including assessment of the impact of the 
HIV/AIDS epidemic. 
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 Our purpose in this paper is to illuminate these issues with a closer exploration of 
the relationship between technical progress and mortality decline.  We take the 
importance of science and technology as a given and assume that in some important sense 
most scientific and technical knowledge has become globally available2.  Countries may 
differ, though, in how close their health systems come to utilizing the technology 
available at any given time:  the rate of adoption of new technologies may be country-
specific.  Previous research has either given little emphasis to technical progress — in 
part simply because much of the research is cross-sectional and therefore fails to address 
developments over time — or it has assumed the rate of technical progress or technology 
adoption to be constant across countries.  Our analysis relaxes the assumption that 
technical progress is constant across countries and in this regard is built on earlier work 
by Jamison and Wang (1999).  Oeppen (1999) independently applies models closely 
related to ours to assess (for a smaller group of countries over a much longer time frame) 
country-specific elasticities of mortality with respect to income levels and country-
specific rates of technical progress (although he uses different terminology).3  In the 
context of modeling determinants of economic growth the work of Lee, Pesaran and 
Smith (1997) is closest in spirit to our current work in allowing not only for country-
specific effects on income levels (fixed effects), but also for country-specific technical 
progress.  This paper goes beyond previous work on mortality decline both in exploring 
the consequences of relaxing the assumption that the rate of technical progress (or 
diffusion) is constant across countries and in assessing some of the determinants of why 
the rate of technical progress varies. We view this exploration of potential determinants 
as suggestive and far from definitive but, that said, a number of factors do appear 
robustly related to the (very large) cross country differences in the rate of technical 
progress in mortality decline.4  
  

The paper begins with a discussion of the importance of heterogeneity in rates of 
technical progress.  This point established, it then provides generalizations of previous 
models by calculating country-specific estimates of the IMR elasticity with respect to 
income, education and time (or “technical progress”).  To facilitate estimation of country-
specific elasticities we replaced previously used OLS, fixed effects or random-effects 
models with hierarchical (or multilevel) models.  To introduce the hierarchical modeling 
we start with closely related specifications using more standard methods on first 
differences.  Allowing for cross-country heterogeneity in the rate of technical progress 
results in much weaker estimated effects of income on IMR than previously found, 
although education’s estimated effect is robust with respect to this specification change.  

                                                 
2 Patent restrictions on products relevant to health do of course entail availability of patented commodities 
only at prices well above the marginal cost of production and distribution.  With the recent (possible) 
exception of antiretroviral agents, patents are unimportant barriers for access to products capable of 
influencing major mortality decline. 
3 Fuchs (1980) observed some time ago that different groups of countries differ in how their mortality 
changes relate both to income change and to technical progress. This paper can be viewed as drawing out 
the consequences of Fuchs’s observation at the level of countries rather than groups of countries.  
4 In related work we have undertaken a parallel analysis of the determinants of country-specific variation in 
the rate of change of total factor productivity for explaining differences in economic growth rates across 
countries (Jamison, Lau and Wang, 2003). 
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We also find that much of the variation in country performance results from the very 
substantial cross-country variation in the rate of technical progress, from essentially no 
IMR decline due to technical progress to reductions of up to 5 percent percent per year 
from that source.  However technical progress or diffusion may be manifested, the large 
differences in its magnitude across countries suggests that it must be embodied at the 
country level. 

 
We then seek to identify potential determinants of technical progress by adding 

geographical and economic policy variables to income and education as predictors. 
(These variables were constructed at Harvard University’s Center for International 
Development, where they have been used to generate improved models of the 
determinants of economic growth rates; see Sachs and Warner [1995] and Gallup, Sachs 
and Mellinger [1999].)  Our results show strong and robust results concerning 
geography’s effect on IMR (tropical areas do poorly, coastal areas do well).  An 
important part of the geography effect works through its influence on a country’s rate of 
technical progress.  Our results also suggest that an important economic policy variable, 
degree of openness, is associated with greater rates of technical progress in mortality 
decline, although a reasonable interpretation is that openness proxies a range of policy 
variables.  

 

II.  THE IMPORTANCE OF HETEROGENEOUS TIME TRENDS 

Standard econometric analyses of the determinants of cross-country variation in 
health outcomes consist of multivariate cross-sectional or panel regression models.  (In 
particular, this is true of the work done by researchers associated with the World Bank. 
See Filmer and Pritchett [1999] for a cross-sectional study, and Pritchett and Summers 
[1996] for panel regressions.)5  Since our interest is in investigating the effect of technical 
progress on health outcomes over time, our focus will be on panel models.  Consider, 
then, the following model of the determinants of health: 

 
(1) Hit = αi + β’Xit + γt + εit , 
 
where Hit is a measure of health outcome in country i at time t, αi is a country-specific 
intercept in the production function for health outcomes (modeled as fixed or random 
effects), Xit is a vector of health determinants (or controls) in country i at time t, t is a 
measure of time so that γ is the conditional time trend of the health outcome variable (the 
rate of technical progress), and εit is a random, i.i.d., normally distributed disturbance. 
This specification does not allow for heterogeneity in the coefficients, and in particular, it 
assumes that the (conditional) trend change in the health outcome over time is the same 
in all countries. 

                                                 
5 In a paper dealing with IMR decline in Sweden, the U.K. and the U.S., Bishai (1995) has developed a 
cointegration approach for dealing with the long time series available for those countries.  
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 As we explained in the introduction, the presence of a dramatic downward trend 
in mortality in the 20th century, even after controlling for socio-economic determinants of 
health like education levels and per capita income, most plausibly reflects the diffusion of 
new and relatively inexpensive technologies which allow countries to improve their 
health levels even at unchanged levels of input into the “health production function.”  But 
there is little reason ex ante to assume that countries are identical in their abilities to avail 
themselves of the new knowledge and improved techniques coming on stream. Suppose 
that the true causal model of health outcomes is not the one given by equation 1, but 
rather: 
 
(2) Hit = αi + β’Xit + γit + νit  , 
 
where γi is a country-specific time trend and νit is an random, i.i.d., normally distributed  
disturbance. The question we want to consider in this section is whether important 
problems arise from using equation 1 to estimate a relationship that is really given by  
equation 2. To see why this may indeed be the case, note that if the true model is (2), then  
 
(1) can be rewritten as: 
 
(3) Hit = αi + β’Xit + γt + ηit , 
 
where ηit = (γi – γ)t + νit. In other words, the error term in (3) will be autocorrelated, and 
it will be correlated with the time variable in the regression equation and with every other 
serially correlated variable in the regression equation. So not only do we remain ignorant 
about cross-country variation in technical progress if we use (1) to estimate (2), we also 
run the risk of biased estimates of the true coefficients (which in the case of the time 
trend would be the average of the country-specific time trends). 
 
 Several recent papers in both econometric theory and in applied work have 
investigated how serious the biases may be that arise from imposing coefficient 
homogeneity when the true model has heterogeneous parameters. Robertson and Symons 
(1992) consider specifications of dynamic panels which include a serially correlated 
regressor (the “true” determinant of the dependent variable) and a lagged dependent 
variable. They find that if the regressor is a random walk, then in both large N, small T 
and in small N, large T panels the coefficient on the lag is biased upwards (from its true 
value of zero) and the coefficient on the true determinant is biased downwards when 
coefficient homogeneity is erroneously imposed. Pesaran and Smith (1995) consider 
various estimators for large N, large T panels and find that imposing slope homogeneity 
yields inconsistent estimates of the true average coefficient in fixed effects or random 
effects panel regressions when the regressors are serially correlated. Sandbu (2003) finds 
that imposing a homogeneous time trend will lead to inconsistent estimates of the 
coefficients on regressors whose trend rate of change or whose initial values are 
correlated with the country-specific time trend. There is, therefore, a strong theoretical 
reason to worry about the consistency of the parameter estimates produced by studies 
which do not allow for slope heterogeneity. Additionally, this theoretical result has been 
shown to be quantitatively significant in several empirical applications of panel 
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regressions. Lee, Pesaran and Smith (1997, 1998) show that the slow rate of per capita 
income convergence between countries found in econometric studies of economic growth 
is due to the imposition of a homogeneous rate of technology growth across countries, 
which biases the coefficient on lagged income towards unity. When they let technological 
growth vary across countries, they estimate a much more rapid speed of convergence. 
Another application is found in Imbs et al. (2002) who conclude that the Purchasing 
Power Parity puzzle (the unexpected persistence of the real price level after exchange rate 
shocks) is largely due to ignoring parameter heterogeneity. When they allow price 
autocorrelation estimates to vary across industries, they find that the estimate of 
aggregate price level persistence becomes sufficiently small that it is no longer puzzling. 

 
We propose that a similarly important bias is at work in the extant literature on 

cross-national determinants of health outcomes. In the remainder of this section we 
present a number of simple regressions that are intended as diagnostic, and conclude that 
it is necessary to use models in which the rate of technical progress is allowed to vary 
between countries. The data set is the one we use for the full model in the next section, 
and is fully explained in the Annex A. It contains observations for 94 countries for up to 
five five-year periods between 1962 and 1987.  Of the 94 countries, 24 are classified by 
the World Bank as high-income and 70 as low- or middle-income.  

 
Consider a model of the health production function of the form of equation (1), 

where the health outcome is the log of the infant mortality rate (IMR) in country i at time 
t, and where the regressors include the log of real income per capita in country i at time t 
(a five-year average, LY5), the average number of years of education in the adult female 
population in country i at time t (FEDUC), the log of the number of physicians per 105 

population in country i at time t (LDOC), and a time trend (TIMEt, the number of years 
since 1962): 

 
(4) IMRit = αi + β1LY5it + β2FEDUCit + β3LDOCit + γTIMEt + εit  . 

 
Columns A and B in Table 1 report the coefficient estimates obtained from estimating 
this model with Generalised Least Squares (GLS), treating the country-specific intercept 
terms as random or fixed effects, respectively. The coefficient estimates are similar with 
the two estimation methods, and are very close to those found in the previous literature, 
e.g. Pritchett and Summers (1996). In particular, the elasticity of IMR with respect to 
income is around -0.3, implying that a 10 percent percent increase in real per capita GDP 
would reduce IMR by 3 percent percent. Given the rates of GDP growth in the 1960-1990 
periods, this puts IMR improvements due to income growth and IMR improvements due 
to technical progress (roughly 1.4 percent percent per year in the random effects 
specification) at roughly the same magnitude. 
 

As the discussion above suggested, the imposition of parameter heterogeneity on 
serially correlated variables may make the estimates inconsistent. It is also well known 
that when one regresses two variables which are not covariance stationary on one 
another, spurious relationships may be found (Granger and Newbold 1974). Given the 
persistence over time of both IMR levels and its determinants, we should therefore worry 
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Table 1.   
Determinants of Infant Mortality Rate: Diagnostic Results (robust t-statistics in parentheses) 
      
 Levels Models 1st Difference Models 
  A B C D E 

  
Random 
effects 

Fixed 
effects OLS 

Random 
effects Fixed effects 

      
Constant 7.523 7.063 -0.103 -0.11 -0.119 
 (30.36) (23.30) (10.81) (9.41) (10.68) 
      
LDOC -0.086 -0.07 -0.053 -0.049 -0.044 
 (3.53) (2.44) (2.39) (2.48) (2.16) 
      
LY5 -0.326 -0.29 -0.211 -0.154 -0.071 
 (8.48) (6.60) (4.01) (3.34) (1.35) 
      
FEDUC -0.133 -0.089 -0.12 -0.124 -0.128 
 (9.39) (4.65) (4.75) (6.45) (6.00) 
      
TIME -0.014 -0.019    
 (13.06) (11.51)    
      
Number of observations 477 477 383 383 383 
Number of countries 94 94 93 93 93 
      
R2 (overall) 0.85 0.83 0.20 0.20 0.15 
            
Dependent variable: logarithm of the infant mortality rate (LIMR). 
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about the consistency of these estimates. A simple diagnostic check is to first-difference 
the variables and regress their period-to-period changes on each other, rather than their 
levels: 
 
(5) ∆IMRit = β1∆LY5it + β2∆FEDUCit + β3∆LDOCit + γ’ + ∆εit  , 
 
where ∆xit = xit – xit-1, and γ’ = γ∆t = 5γ. The results from the first-differenced regression 
are given in column C of Table 1. The period-to-period change in the log of IMR remains 
statistically significantly related to that of log per capita income, although the relationship 
is quantitatively somewhat weaker. The same is true for the other two explanatory 
variables. We note again that even without any changes in the explanatory variables, the 
infant mortality rate is estimated to fall at about two percent per year (the intercept in the 
differenced regression implies a 10 percent percent reduction of IMR over each 5-year 
period). 
 

The three specifications above all assume that the rate of technical progress (the 
time trend) is the same in all countries. Another simple diagnostic exercise is to check 
whether this is a source of significant bias in the context of IMR regressions by letting the 
intercept in the differenced equation vary across countries: 

 
(6) ∆IMRit = β1∆LY5it + β2∆FEDUCit + β3∆LDOCit + γi + ∆εit  . 
 
Since the intercept is the conditional rate of change of the dependent variable, this 
specification allows each country to have its own rate of technical progress in the 
production of infant health (although at the cost of losing potential information about 
country-specific effects on levels of IMR, since these have been differenced out).  
Columns D and E report the results from modelling this country-specific intercept in the 
difference equation as random or fixed effects, respectively. It turns out that relaxing the 
assumption of homogeneous time coefficients has a negligible effect on the estimated 
effect of education or of doctor coverage. There is a noticeable change in the estimated 
elasticity of per capita income, however, which in the random effects specification is 
estimated at only -0.15, less than one-half of what it was in the original level 
specification. If we run the last regression with fixed instead of random country effects, 
the estimated income coefficient is only -0.07 and not statistically significantly different 
from zero. 
 
 Clearly whether or not we allow parameter heterogeneity matters for the results. 
Formal tests corroborate this claim. A Breusch-Pagan test strongly rejects the hypothesis 
that the intercept is the same for all the countries in the differenced regression (χ2(1) = 
26.54). We can also test the hypothesis that the coefficient on the time variable is the 
same for all countries in the level regression. Greene (1993, p. 673) shows that this is 
equivalent to a Wald test of the assumption that all the time coefficients are equal in an 
OLS regression which contains a separate time variable for each country (essentially an 
interaction of time with a country indicator variable). From a regression of the log of 
IMR on the log of doctors per capita, the log of income per capita, years of female 
education and the country-specific time variables, the Wald F-statistic for the hypothesis 
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that all the time coefficients are equal is 137.39, far above the critical level of 1.44 for the 
F(93, 380). This rejects the hypothesis of equal time coefficients at any significance level. 
 
 To summarise: There are no ex ante reasons to believe that rates of technical 
progress are the same for all countries. Econometric theory shows that imposing slope 
homogeneity when slopes in reality are country-specific leads to inconsistent estimates 
with conventional methods when the variables are serially correlated. And a cursory 
examination of data on infant mortality rates and their determinants reveals that this 
inconsistency may lead to a serious misunderstanding of the relationships between per 
capita income, technical progress and health outcomes. In the next section, we use a 
randomly varying coefficients model that allows us to take seriously the possibility of 
country-specific rates of technical progress and to investigate the sources of differences 
in these rates, while (unlike the differenced regressions) not throwing away any of the 
cross-sectional information in the data set. 

 

III.  MODEL SPECIFICATIONS AND RESULTS 

The previous section provided an overview of the strong intuitive, theoretical and 
empirical reasons for relaxing the assumption of slope homogeneity in the econometric 
analysis of cross-country variations in health outcomes. We now proceed to analysing a 
model of the determinants of infant mortality rates which relaxes that assumption but 
which is otherwise very similar to earlier approaches. The generic model we estimate is 
given by equation (7): 
 
(7) LIMRit  =  β0i + β1i TIMEt + β2 LY5it + β3 FEDUCit + β4 LDOCit + εit  , 
 
where the variables are defined in Annex A and the coefficients signify: 

 
β0i                :  the intercept in country i’s production function for infant mortality 

rate over time; 
β1i                :  the yearly effect of time (yearly technical progress) in reducing   

 infant mortality in country i; 
β2                 :  the elasticity of infant mortality with respect to per capita income; 
β3                 :  the responsiveness of infant mortality in percent with respect to a 

one-year change in female education; 
β4                 :  the elasticity of infant mortality with respect to number of 

physicians per 100,000 inhabitants; 
εit                 :  unexplained residual for country i at time t, assumed to be i.i.d 

normally distributed with mean 0. 
 
All the results we report below come from regressions that use different specifications of 
the country-specific coefficients β0i ,  β1i . The benchmark model allows for a random 
country-specific intercept shift and imposes the constraint that the time slope is the same 
for all countries. This benchmark model is very similar to the specification in Pritchett 



 10

and Summers (1996).6 As we relax the homogeneity assumption, we let both the intercept 
and the time slope be influenced by country-level characteristics and/or a randomly 
varying idiosyncratic term. In order to estimate the different models, we use the 
maximum-likelihood procedure of Hierarchical Linear Modeling (for the econometric 
details of the estimation method, see Bryk and Raudenbusch [1992] and Kreft and De 
Leeuw [1998]). 

Selection of models 

Before presenting our results, we need to address three potential sources of 
concern with our modeling choice. They regard the functional form of our estimating 
equations, the choice of randomly varying coefficients over a dummy variable approach, 
and the choice of retaining the assumption of coefficient homogeneity for the 
independent variables other than time. We discuss each of these in turn. 

 
Functional form of the estimating equation. Since one of our goals is to point out 

a problem of misspecification in earlier studies — the imposition of a common time trend 
across countries — it makes sense for us to choose a functional form that makes our 
results comparable with extant findings. Using the log of infant mortality rates on the 
left-hand side (instead of absolute levels), moreover, has a theoretical and a practical 
advantage. The theoretical advantage is that we would expect it to take more resources to 
reduce IMR by a given absolute amount the lower is the current level of IMR. The log 
form allows for this, since a predicted effect of given changes in the determinants will be 
a given percentage change in IMR. The practical advantage is the ease of interpreting the 
coefficients.7 The time coefficient is the (conditional) yearly percentage change in IMR, 
the LY5 and LDOC coefficients are the (conditional) elasticities of IMR with respect to 
income or physician coverage, and the coefficient on FEDUC is the (conditional) 
percentage change in IMR attributable to one more year of education in the female 
population. 

 
Randomly varying coefficients or indicator variables. As we noted above, and as 

we show in the detailed models of β0i and β1i below, we model the country-specific part 
of the intercepts and time slopes as random disturbances. An alternative modeling 
approach would be to use indicator (dummy) variables for each country. In the case 
where only the intercept is allowed to vary, this comes down to the familiar choice 
between a random effects and a fixed effects GLS model. In the case of the country-
specific time trend, the difference is one between a randomly varying coefficients 
approach and estimating individual coefficients on a set of interaction terms between time 
                                                 
6 One difference is that they model the intercept shift as a fixed effect; we model it as a random effect. The 
difference in the other coefficients is negligible, however, and we explain in the main text why the random 
effects specification is better for our purposes. 
7 Bishai (2003) points to shortcomings in using a logarithmic transformation in IMR and suggests 
consideration of a more comprehensive class of transformations.  The literature has almost universally used 
a logarithmic transformation and, to maintain comparability of our results with earlier work, we continue 
with this specification. 
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and an indicator variable for each country. It turns out that the choice between these 
approaches has little effect on the results we are interested in, which is how the estimated 
effects of socio-economic variables on health change when we allow different countries 
to have different rates of technical progress. In the case of the intercept shift, we showed 
in the previous section that there is very little difference in the coefficient estimates 
whether we use random or fixed effects. In the case of the time slope, using indicator 
variables produces estimates that make our case even stronger (this can be seen in the 
differenced estimates reported in Table 1, and also shows up in hierarchical level 
regressions, the results from which are available upon request). By using the random 
variation approach, therefore, we conservatively choose the approach that is less 
favorable to our conclusions. These considerations makes the choice between randomly 
varying coefficients approach and an indicator variable approach a largely pragmatic one, 
and here the randomly varying coefficients approach has two main advantages. First, in 
these short time series (a maximum of six time periods per country) estimating 
coefficients on two interaction terms per country (for the intercept and for the time slope) 
would use up many of our degrees of freedom. Second, we are interested not just in 
allowing the intercept and the time slope to vary across countries, but also to model this 
variation as a function of time-invariant country characteristics. This we cannot do with 
an indicator variable approach, since the coefficient on an indicator interacted with time 
will pick up all the cross-country variation in time trends. The randomly varying 
coefficient approach, we conclude, is much better suited for our purposes. 

 
Remaining slope homogeneity. If we think that coefficients vary across countries, 

why do we content ourselves with relaxing the homogeneity assumption for the time 
coefficient, without allowing country-specific estimates for the other determinants?  We 
do report results from such estimations in Annex B.  However, as a first step towards 
relaxing the assumption of slope homogeneity, allowing country-specific rates of 
technical progress is a natural and parsimonious approach, and it is conceptually very 
close to the conventional practice of letting intercepts vary. The log specification of the 
production function with level effects assumes that countries differ in how well they put 
to use a given set of inputs by a multiplicative productivity parameter (additive in the log 
form). The inclusion of a time trend assumes that this multiplicative productivity 
parameter changes over time. Heterogeneous time trends, then, simply mean that 
countries that are already assumed to have different productivity parameters may also 
change that parameter at different speeds, which is hardly a great conceptual leap. 
Allowing different countries to have different exponents on the inputs in the production 
function, on the other hand, is conceptually a much greater departure. We therefore think 
it is useful to begin by concentrating on the narrower modification to current practice. 
Moreover, as Annex B shows, allowing the time trend to vary has much greater 
implications for the estimated effects of the other variables (and contributes more to 
model fit) than has the inclusion of country-specificity in the other coefficients. 

 

Making technical progress country-specific 

Our benchmark regression is one where none of the coefficients except the 
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intercept varies across countries, that is, where equation (7) is supplemented with the 
following specification of β0i and β1i: 
 
(8a) β0i  =  γ00 + γ01 TROPICSi + γ02 COASTALi + µ0i  ,  
(8b) β1i  =  γ10 , 
 
where  µ0i  is assumed to be normally distributed with mean zero and independent of the 
unexplained disturbance for the country-time observation εit: Cov(µ0i, εit) = 0. This simple 
specification is similar to many of the models in the existing literature in that it imposes a 
common health production function across countries except for the intercept shift (or 
country-specific effect). With the error structure given in equations (8a) and (8b), it is 
equivalent to a GLS random effects model. As mentioned above, however, we estimate 
all the models using a maximum-likelihood algorithm of Hierarchical Linear Modeling 
(HLM), which is we can also use to estimate the models with the more complex error 
structures below.  

 
The estimates for our benchmark model are reported in Table 2 (model 1), and the 

point estimates are very close to those using GLS reported in Table 1.  (The differences 
are due to the addition of geographical variables.)  The benchmark model is consistent 
with previous studies that find substantial income effects.  Other things equal, the infant 
mortality rate falls by about 1.6 percent percent per year. The elasticity of IMR with 
respect to income is -0.31, which is only somewhat smaller (in absolute magnitude) than 
previous estimates, e.g. Pritchett and Summers (1996) and Filmer and Pritchett (1999).  A 
10 percent percent (or $353 at the sample mean) increase in income is associated with a 
3.3 percent percent fall in infant mortality, or about 2.5 fewer deaths per thousand births 
at the sample mean. Education, as is usually found, is also important: One additional year 
of female education is associated with about a 12 percent fall in infant mortality (or about 
7 fewer deaths per thousand at the sample mean).  A 10 percent increase in the number of 
physicians per capita  would reduce infant mortality by 0.9 percent.8 

Model 1 also includes geographical variables that measure the fraction of a 
country’s land area situated within the geographical tropics, and the fraction of the 
country’s land area located within 100 km of the coast or an navigable waterway.  Model 
1 shows that the geography indicators contribute to explaining cross-country differences 
in the intercept. For example, a completely tropical country (TROPICS  =  1) has, on 
average, a 19 percent higher infant mortality rate (e.17  =  1.19) than a non-tropical one  
(TROPICS  =  0). A country whose entire land surface lies within 100 km of the coast or 
a navigable river (COASTAL  =  1) has, on average, a 25 percent lower infant mortality 
rate (e-.29  =  0.75) than a completely landlocked one (COASTAL  =  0). These effects of 
geography could, of course, result from multiple factors, for example through its effect on 
the disease environment or the relatively low productivity of tropical agriculture. 

                                                 
8 Time series data on public or total health expenditures per capita are unavailable, whereas data on 
numbers of physicians are available, hence our choice of this variable.  Cross-sectional studies of the 
effects of public spending on health outcomes have produced mixed results, but an important recent study 
(Gupta, Verhoeven and Tiongson, 2002) found a clear effect of public spending on health outcomes, with a 
particularly strong effect on health outcomes of the poor. 
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Table 2. Determinants of Infant Mortality: The Effects of Income, Education, Physician 
Coverage, Geography and Technical Progress (robust t-statistics in parentheses) 
              

  Models 
(1) (2) (3) (4) (5) (6)

Independent Variables/Model 
Parameters 

      

model 4 for 
low- and 
middle-
income 

countries

model 4 for 
high-

income 
countries

         
Level-1 Model: Determinants of LIMR 
(equation 7)       
         

  
Average value of country-specific 
intercepts (sample mean of β0i) 7.32 5.83 5.68 5.64 5.28 5.33

         

  
Average value of country-specific time 
trend (sample mean of β1i) -0.016 -0.020 -0.021 -0.021 -0.022 -0.023

        
  LY5 (β2) -0.31 -0.11 -0.10 -0.09 -0.02 -0.17
   (5.57) (2.48) (2.12) (1.92) (0.34) (1.51)
         
  FEDUC (β3) -0.12 -0.12 -0.11 -0.11 -0.12 -0.03
   (5.91) (6.76) (6.29) (6.42) (6.12) (1.48)
         
  LDOC (β4) -0.065 -0.068 -0.07 -0.07 -0.06 -0.11
   (1.89) (3.39) (3.59) (3.55) (2.84) (1.71)
         
Level-2 Model: TIME coefficient (β1i)       
         

  
Coefficient on TIME (common value 
across countries, γ10) -0.016 -0.020 -0.020 -0.012 -0.017 -0.013

   (9.04) (11.32) (6.68) (4.69) (5.38) (1.97)
         
  TROPICS (γ11)   0.011 0.005 0.009 -0.0002
     (4.05) (1.78) (2.67) (0.04)
         
  COASTAL (γ12)   -0.015 -0.008 -0.012 -0.005
     (4.16) (2.32) (2.64) (0.74)
         
  OPEN6590 (γ13)     -0.019 -0.010 -0.021
      (6.67) (2.23) (5.33)
         

  
Variance of country-specific time 
trend µ1i  0.0002 0.0001 0.0001 0.0001 0.0001

    (6.33) (6.50) (5.50) (5.00) (3.50)
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Table 2.  Continued 
              

 
Models 

(1) (2) (3) (4) (5) (6)
Independent Variables/Model 
Parameters 

      

model 4 for 
low- and 
middle-
income 

countries

model 4 
for high-
income 

countries
         

Level-2 Model: Country-specific 
intercept (β0i)       
         

  
Intercept (common value across 
countries, γ00) 7.37 5.84 5.67 5.63 5.33 5.42

   (19.12) (19.49) (19.03) (18.10) (17.89) (4.75)
         

  TROPICS (γ01) 0.17 0.27 0.30 0.31 0.02 -0.24
   (1.62) (2.74) (3.01) (3.09) (0.28) (1.70)
         

  COASTAL (γ02) -0.29 -0.31 -0.32 -0.32 -0.14 0.08
   (2.65) (2.81) (2.87) (2.82) (1.44) (0.42)
         

  
Variance of country-specific level 
effect µ0i  0.12 0.13 0.13 0.06 0.09

    (6.58) (6.61) (6.61) (5.49) (3.37)
         

  
Correlation between country-specific 
level effect µ0i and time trend µ1i   0.004 0.060 -0.329 -0.156 -0.754

         
Estimation Statistics       
 Number of observations 477 477 477 477 355 122
 Number of countries 94 94 94 94 70 24
         
 Number of parameters estimated 9 11 13 14 14 14
         
 Log-likelihood value 97.4 255.0 271.8 285.0 250.0 83.56
         
 Likelihood-ratio tests:       
  Comparison model 1 2 3  
  Test degrees of freedom 2 2 1  
  Chi-square value 315.08 33.58 26.42  
    p-value 0.000 0.000 0.000   
Dependent variable: logarithm of the infant mortality rate (LIMR). 
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Our next step is to modify the benchmark models to allow for country-specific 
rates of technical progress. As explained above, we model differences in technical 
progress by including a country-specific random term in the coefficient on time. Thus 
model 2, which is an extension of model 1, models the intercept as in equation (8a), but 
adds a country-specific term to the equation for the time coefficientβ1i : 

 
(9) β1i  =  γ10  +  µ1i  . 
 
The random term in equation (9) is assumed to be normally distributed with mean zero 
and independent of εit, but potentially correlated with µ0i , the random IMR level 
(intercept) effect. 

 
Substituting equations (8a) and (9) into equation (7) gives us the following model: 
 

(10) LIMRit  = γ00 + γ10TIMEt  +  β2 LY5it  +  β3 FEDUCit   
+  β4 LDOCit  + ( µ0i + µ1i*TIMEt + εit ) . 

 
As discussed in the previous section, the complex error structure makes least squares 
methods biased. The HLM maximum-likelihood procedure, on the other hand, 
consistently estimates the variable coefficients, the variance of the observation error εit, 
the variances of the two country-specific random effects µ0i and µ1i, and the covariance 
between them, Cov(µ0i ,  µ1i).9 This means that the models without a randomly varying 
time slope are constrained versions of the equivalent model that allows this random 
variation (the constraints being Var(µ1i) = 0 and Cov(µ0i ,  µ1i) = 0). 10  Model 1 is thus a 
restricted version of model 2. A likelihood ratio test can be applied to see if the restriction 
is valid. The bottom row in Table 2 reports the results of a likelihood ratio comparison of 
model 2 with model 1.  The hypothesis that the constraint is valid is decisively rejected, 
corroborating the tests in the previous section which suggested that the time slope does 
indeed vary across countries.  

 
The results reported in models 1 and 2 of Table 2 show that the coefficient 

estimates change little from letting the time coefficient vary across countries, with the 
notable exception that the effect of income falls dramatically — to about a third of its 
previous magnitude. Not only does the point estimate of the income effect become much 
smaller in model 2, the associated t-statistic also decreases. Clearly health, income, and a 
country’s rate of technology adoption are interrelated in complex ways that the simpler 
regression of model 1 fails to capture. Any satisfactory account of cross-country variation 
in infant mortality declines must attempt to explain these relationships.  Figure 1 
illustrates the impact on both the income and education coefficients of allowing the time 
coefficient to be country-specific. 

 

                                                 
 9  We use the HLM5 software package (Raudenbusch, Bryk, Cheong and Congdon 1999). 
10 The variances and covariances should be understood to be the conditional moments given the 
independent variables. We omit the conditions for notational simplicity. 
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Figure 1: 
Sensitivity Analysis for Relaxing the Assumption that the Rate of 

Technical Progress is the Same for All Countries
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Furthermore, it should be noted that the cross-country variation in technical 

progress is itself quantitatively important. The standard deviation of µ1i  is  .014 (i.e. 1.4 
percentage points per year).  Figure 2 displays the distribution across countries of the rate 
of technical progress.  As the histogram shows, there is a considerable spread across 
countries, from one country with adverse technical change to 9 countries with remarkable 
rates of technical progress of above 4 percent per year.  The importance of a  1.4  
percentage point better (more negative) rate of technical progress is illustrated by a 
simple calculation: After 25 years, IMR in a country that has a one standard deviation 
faster rate of technical progress is a full 30 percent  lower than what it would be in an 
otherwise identical country ( e-.014*25  =  .70). This quantifies the importance of gaining a 
better understanding of the determinants and the role of differential technical progress 
across countries. 

Sources of cross-country variation in rates of technical progress 

This large variation in the rates of technical progress of different countries, 
together with the reduced magnitude of the coefficient on income, suggests that technical 
progress is a key determinant of why infant mortality has declined at such different rates 
in different countries.  We elaborate on this finding in the next section, but it is 
immediately clear that an investigation of why some countries have fast technical 
progress while others progress only slowly is an extremely important area of further 
research. In the remainder of the section, we make an initial contribution to this task by 
estimating a set of models designed to assess some of the sources of the cross-country 
variation of technical progress. Models 3 and 4 of Table 2 are designed to assess how 
much of the variation can be explained by the influence of certain country characteristics. 
Thus we have the following model specification for model 3: 
 
(11a) β0i  =  γ00 + γ01 TROPICSi + γ02 COASTALi + µ0i  , and 
 
(11b) β1i  =  γ10 + γ11 TROPICSi + γ12 COASTALi + µ1i  . 
 
Model 4 has the same determinants for  β0i  as in model 3 but adds a measure of 
economic openness as a determinant of  β1i:11 
 
(12) β1i  =  γ10 + γ11 TROPICSi + γ12 OPEN6590i + γ13 COASTALi + µ1i  . 

 
The results from Table 2 show that geographic variables operate both through 

their effect on the intercept and through their effect on the time slope. We see in models 3 
and 4 of Table 2 that the coefficients in the model of the time slope are both statistically 

                                                 
11 We do not include openness as a determinant of the intercept. This is because the intercept gives a 
measure of how well or badly the country was doing at the beginning of the period (1962), while the 
openness variable measures certain aspects of economic policy over the subsequent period. It is therefore 
not clear whether any meaning could be attributed to a coefficient on the openness variable included as a 
determinant of the intercept. 
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Figure 2: 
Country-specific Variation in Technical Progress as a 

Determinant of IMR Decline
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significant and quantitatively important (they are reported under the heading ‘Level-2 
Model:  TIME coefficient (β1i )’).  From model 3, for example, we can calculate that a 
temperate, coastal country (TROPICS  =  0 ; COASTAL  =  1) on average reduces its 
IMR at a rate of  3.5 percent  per year, a rate that is almost four times as fast (ceteris 
paribus) as that of a tropical and landlocked country (TROPICS  =  1; COASTAL  =  0), 
which reduces its IMR by  0.9 percent  per year on average. OPEN6590 has a highly 
significant and quantitatively important effect on the time slope (model 4). Thus an 
economically open country is calculated to reduce its IMR at a rate that is around 1.9  
percentage points per year faster than an economically closed, but otherwise similar 
country. In 25 years, this substantial differential accumulates to an additional  38 percent 
reduction in IMR relative to what it would have been (e-0.019*25 = .62) .  Prasad, Rogoff, 
Wei and Kose (2003) find a similarly important impact of trade integration on mortality 
reduction.  Countries that are not open to the world economic system miss out not only 
on gains from trade and specialization in production, but also on information flows and 
the benefits of technological diffusion.  Note that modeling the country-specific rate of 
technical progress as a function of country characteristics has the same effect on the other 
coefficients as in the random coefficient approach of model 2. Relative to model 1, the 
education and physician coverage coefficients change only slightly, while the income 
coefficient falls from  -0.31  to  -0.10  when the geographical variables are included as 
determinants of a randomly varying time slope, and further to    -0.09  when the openness 
variable is also included. 

 
If we are right that the time slope may be interpreted as absorption of technical 

progress, then it is not clear why a tropical country should be less effective in introducing 
low cost technologies of mortality reduction than are temperate countries.  One 
possibility is that development of attractive technologies was more rapid for conditions 
relatively more prominent in temperate zones.  Another reason could be the debilitating 
effects of the tropical diseases that have been discussed in other work (see Gallup and 
Sachs, 2001).  A related explanation would lie in a high correlation of TROPICS with 
being in Africa, which for some reason might be more prone to poor health than other 
tropical regions.  Table 3, model 8, reports a specification including an indicator variable 
for Africa which suggests that the explanation must lie elsewhere, a finding consistent 
with the more general findings of Hoeffler (2002) in the context of economic growth.  All 
this said, model 4 shows that the coefficient on TROPICS becomes half as large and 
statistically insignificant (at the 5 percent level) when the openness variable is 
introduced. Thus the apparent effect of tropical location on the time slope in model 3 is in 
part simply due to omitted variable bias. 

 
The country characteristics with which we modeled technical progress capture 

only a part of the entire cross-country variation. The differences in the time slope that 
remain unexplained, captured by the random term  µ1i  of equations (11b) and (12), are 
quantitatively very important.  For many countries, the magnitude is comparable to the 
effects of the geographic and openness variables. Note that even in model 4, which 
includes our richest specification for the country-specific time slope, the variance of the 
random component is  .0001. This implies a standard deviation as high as .01, or one 
percentage point per year, which is substantial compared to the magnitude of the other  
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Table 3.      
Variants on Determinants of LIMR, Model 4 
           

Models 
(7) (8) (9)

Independent Variables/Model Parameters Model 4 
without 

‘LDOC’ 

Model 4 
with 

‘AFRICA’ 

Model 4 with 
ly5 growth 

rate
      
Level-1 Model: Determinants of LIMR (equation 7)    
      

  Average value of country-specific intercepts (sample mean of β0i) 5.56 5.58 5.63
      

  Average value of country-specific time trend (sample mean of β1i) -0.022 -0.022 -0.021
      
  LY5 (β2) -0.11 -0.08 -0.09
   (2.32) (1.80) (1.88)
      
  FEDUC (β3) -0.13 -0.11 -0.11
   (7.10) (6.22) (6.42)
      
  LDOC (β4)  -0.07 -0.07
    (3.45) (3.55)

Level-2 Model: TIME coefficient (β1i)    

  Coefficient on TIME (common value across countries, γ10) -0.013 -0.014 -0.012
   (5.11) (5.26) (4.22)
      
  TROPICS (γ11) 0.004 0.004 0.005
   (1.71) (1.20) (1.66)
      
  COASTAL (γ12) -0.008 -0.007 -0.008
   (2.12) (2.06) (2.30)
      
  OPEN6590 (γ13) -0.019 -0.019 -0.019
   (6.50) (5.45) (6.41)
      
  AFRICA (γ14)  0.003  
    (1.15)  

  RATE (γ15)   -0.00005
     (0.06)

  Variance of country-specific time trend µ1i 0.0001 0.0001 0.0001
   (5.50) (5.50) (5.50)
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Table 3.  Continued     
            

   
Analogous 

Models   
 (7) (8) (9)Independent Variables/Model Parameters 

 

Model 4 
without 

‘LDOC’ 

Model 4 
with 

‘AFRICA’

Model 4 
with ly5 

growth rate
       

Level-2 Model: Country-specific intercept      
       
  Intercept (common value across countries, γ00)  5.558 5.558 5.63
    (17.56) (17.68) (17.66)
       
  TROPICS (γ01)  0.378 0.310 0.308
    (3.74) (2.94) (3.06)
       
  COASTAL (γ02)  -0.372 -0.320 -0.320
    (3.27) (2.63) (2.74)
       
  AFRICA    0.033  
     (0.36)  
       

  Variance of country-specific level effect µ0i  0.136 0.135 0.132
    (6.68) (6.61) (6.61)
       

  
Correlation between country-specific level effect µ0i and time 
trend µ0i   -0.331 -0.316 -0.33

      
Estimation Statistics     
 Number of observations  477 477 477
 Number of countries  94 94 94
       
 Number of parameters estimated  13 16 15
       
 Log-likelihood value  276.5 285.6 185.0
       
 Likelihood-ratio tests:     
  Comparison model   4 4
  Test degrees of freedom   2 1
  Chi-square value   1.22 0.0028
    p-value    >0.5  >0.5
Dependent variable: logarithm of the infant mortality rate (LIMR).  
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coefficients (e.g. the average time trend implied by the model 4 estimates is  -2.1 percent 
per year, and the average difference between a totally landlocked and a completely 
coastal country is 0.8 percentage points).  

 
Models 5 and 6 of Table 2 divide the sample between the 70 low- and middle-

income countries and the 24 high-income countries using the same specification as model 
4.  Several differences emerge.  For the low-income countries the coefficient on income 
drops to close to zero and the effect of TROPICS appears relatively more important as a 
determinant of the time coefficient than of the intercept.  For the high-income countries 
the estimated effect of education drops markedly and, not surprisingly, the geographical 
variables become unimportant. (Most high-income countries – Hong Kong and Singapore 
excepted – are in the temperate zones and have good access to ocean trade.)  Model 7 
(Table 3) is the same as model 4 except that it excludes the doctor variable.  The effect is 
to increase the importance of income and education somewhat.  We use model 7 in our 
discussion of country performance in Section IV. 

 
We now return to the sensitivity of the coefficient on income to a relaxation of the 

assumption that technical progress is constant across countries.  The effect of income that 
we find is much smaller than what has previously been found in cross-country 
regressions, and it is indeed so small that it seems of little use in a policy-making context.  
An IMR-elasticity with respect to income of  -.09  (model 4) implies that a doubling of 
GDP, ceteris paribus, is associated with a fall in the infant mortality rate of only about  6 
percent  (e -.09 (ln (2) )  ≈  .94) . This suggests that for reducing infant mortality, purely 
growth-oriented policies may not be particularly effective. Instead it may be much more 
important to understand the cross-country differences in adoption of low-cost, life-saving 
technologies.  This qualitative pattern of findings is strengthened if the analysis is 
restricted to only the low- and middle-income countries in the sample (shown in model 5, 
Table 2).  Indeed the estimated elasticity of IMR with respect to income drops from a just 
significant -0.09 for the full sample to a statistically insignificant -0.02 for the 70 low- 
and middle-income countries.12  Easterly (1999) finds a broadly similar pattern of 
findings on the importance of income for other social indicators. 

 
In regression models of this type, there is always a worry about potential reverse 

or common causation.  If health outcomes influence the regressors, or if they are jointly 
influenced by an omitted variable, then the coefficients cannot be interpreted as the 
causal impact of the independent variables on health.  Summers and Pritchett (1996) use 
an instrumental variable approach to check whether the high coefficient on income does 
indeed reflect causal influence.  Their instruments are the investment to GDP-ratio, the  
black market exchange rate premium, terms of trade shocks and price level distortions.  
All of these could arguably be influenced by the quality of a country's institutions, which 
could have an independent effect also on health.  Nevertheless, we tried to supplement 

                                                 
12 Much empirical evidence points, however, to a strong within-country correlation of income and health 
(e.g. Wagstaff, 1999).  Deaton (2001) points to one interpretation, which is that an individual’s health may 
be affected by her standing relative to a salient reference group (rather than her income level per se), which 
in this case would be the country. This is logically consistent with a much weaker relationship between 
income and health across countries (as opposed to within them). 



 23

our analysis with instrumentation along the lines they use.  We replicated all the 
regressions described in the paper, but instead of using actual income per capita numbers, 
we substituted the predicted income from an ordinary least squares-regression of GDP 
per capita on lagged investment to GDP-ratios.  The main result from this admittedly 
crude exercise was that across all the models, the income coefficient was stable but very 
small, around -.03, and statistically significant only at the 10 percent-level. The other 
coefficients were unchanged. The results were therefore compatible with what we find in 
the models where we let the time trend vary across countries without instrumenting.  We 
did not pursue this analysis further, partly because the tentative analysis did not suggest 
omitted variables affected our main results, and partly because our conclusions are not 
undermined by the possibility that the income coefficient not reflect a causal effect.  
Since our main analysis suggests precisely that income per capita does not have a strong 
causal role in the determination of infant mortality rates, we do not have a causality claim 
to prove.  If an instrumental variable analysis showed that even our estimates are too 
high, then that would merely strengthen our case. 

 
Another possible  reading of our results could be that income differences at a 

business cycle frequency do not affect health, but that long-term changes in income do. 
On this interpretation, the time variable may simply be a proxy for these long-term 
income changes.  If the coefficient on time really reflected the influence of long-term per 
capita GDP growth on health, then that coefficient should be strongly influenced by the 
average income growth rate.  We checked whether this was the case by including the 
country's average 1960-1990 GDP per capita growth as a determinant of the time slope 
(model 9 in Table 3). The results showed that the effect of average income growth on the 
time coefficient is numerically small and statistically insignificant.13, 14 

 

IV.  EXPLAINING VARIATION IN IMR DECLINE  

Three main results emerged in the previous section.  First, the annual rate of 
technical progress varies enormously across countries with a range of 0 to  5 percent  per 
year around a mean of  2 percent per year. Second, when rates of technical progress are 
modeled explicitly as varying across countries, the estimated effect of income on IMR is 
substantially reduced, although our estimates of substantial effects from education and 
doctor coverage remain unchanged. Third, there are clear correlations between 
geographic and policy variables and the estimated rate of technical progress.  In this 
section we use results from the previous section to do two things.  First we decompose 
for each country — and for our sample as a whole — the sources of IMR decline into 
four components:  the amount due to changes in that country’s income level, its education 
level, its doctor supply and its rate of technical progress.  We then assess how the 

                                                 
13 The points made in this paragraph were suggested by Daniel Cohen, Angus Deaton and Mead Over. 
14 A complementary approach to the one adopted here involves detailed studies of why mortality has 
changed from specific diseases (e.g. Cutler and Kadinyala, 2003) or particular technologies (e.g. 
Lichtenberg, 2003).  Both these studies conclude that technical progress has been a driving force for health 
improvements. 
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magnitude of differences in country ‘performance’ contributes to differences in IMR 
levels.  To do this we integrate the country-specific component of the intercept term with 
the country-specific component of the coefficient on time from equation 7.  

Decomposing IMR decline 

Just as the literature on economic growth reports decompositions of growth into 
elements associated with increased levels of inputs and technical progress (total factor 
productivity growth) so, too, can IMR declines be decomposed.  IMR declined 
dramatically in the period 1962-87 – from 99 per thousand to 54.  The average per capita 
income increased by 78 percent (to $4,700) and the average length of education of 
females increased from 3.3 to 4.8 years.  How much did each of these factors contribute 
to IMR decline?  And how much of the decline remains unaccounted for by these factors 
and, by convention, can be attributed to technical progress?  The answers to these 
questions are country-specific both because the input changes are country-specific and 
because the calculated rate of technical progress is. 

 
We use model 4 of Table 2 for the decomposition.  We use the percentage change 

in each of the inputs, the estimated effects of these inputs, and the total country-specific 
technical progress 25β1i  to calculate a predicted change in the log of IMR.  The 
decomposition shows the amount of change in predicted IMR due to each factor divided 
by the total. 

 
For our sample as a whole our approximation attributes 7 percent of the IMR 

decline to increases in per capita income, 21 percent to improvements in female 
education, 7 percent to the increased number of physicians and 66 percent to technical 
progress.  Annex Table C.1 reports the decomposition for each country in our sample, 
and Figure 3 illustrates – as examples – the results for India and South Korea, as well as 
for the entire sample.  

Variation in country performance 

We have interpreted the coefficient on the time variable as technical progress 
widely construed.  Country differences in the time-coefficient can be seen as countries’ 
differential ability to harness technological progress and the development of new ideas 
for policies. Some countries are better than others at absorbing ideas and technology from 
the world and at implementing new solutions as they become available, and this is an 
important measure of the country’s performance. In this subsection, we make use of the 
regression results to create an index of country performance in IMR reduction. We use 
model 7 (Table 3) to generate the performance measures, so that we do not control for 
health system resources (proxied by the number of doctors). If a country achieves better 
health outcomes by increasing doctor coverage, that should be counted as improved 
performance, whereas the same does not hold for health determinants completely outside 
of the health system such as GDP per capita and especially geography.  So the 
performance measures are calculated after controlling for income, geography, and  
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Figure 3: 
Sources of Predicted Decline in IMR, 1962-87

Panel A: All Countries 
(Level of IMR in 1962 = 97; Decline, 1962-87 = 43)
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Note: 
The calculation is based on Model 4 in Table 2.  Average income in the sample increased by 77% in the 
period of 1962 to 1987; average years of female education increased from 3.3 to 4.8 years; average doctor 
availability increased from 1962’s 53 to 110 per 100,000 people in 1987. 
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Figure 3: 
Sources of Predicted Decline in IMR, 1962-87

Panel B: India 
(Level of IMR in 1962 = 157 Decline, 1962-87 = 64)
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Note: 
The calculation is based on Model 4 in Table 2.  Average income in India increased by 42% in the period 
of 1962 to 1987; average years of female education increased from 0.8 to 2.5 years; average doctor 
availability increased from 1962’s 21 to 41 per 100,000 people in 1987. 
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Figure 3: 
Sources of Predicted Decline in IMR, 1962-87

Panel C: South Korea
(Level of IMR in 1962 = 70  Decline, 1962-87 = 56)
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Note: 
The calculation is based on Model 4 in Table 2.  Average income in South Korea increased by 371% in the 
period of 1962 to 1987; average years of female education increased from 3.6 to 8.4 years; average doctor 
availability increased from 1962’s 28 to 89 per 100,000 people in 1987. 
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openness, but not for the number of doctors. The latter quantity should instead be seen as 
an explanation why countries differ in performance.  

 
The country-specific component of technical progress is given by  µ1i  (equation 

12), and Annex Table C.2 provides its value for all countries.  Countries with a negative 
value for  µ1i   have a rate of technical progress better than would be predicted from the 
country’s characteristics and in that sense can be said to perform well.  Over the 25-year 
period we are considering the cumulative effect would be on its IMR relative to what 
would be predicted from the average value of  µ1i  (i.e., µ1i = 0) by the amount  
exp(25µ1i) .  To take an example, for Senegal  µ1i  = -.016  and  e(-.016*25) = .67 , indicating 
that Senegal’s IMR in 1987 was 67 percent of what would have been expected had it had 
an average value of  µ1i .  Put differently, Senegal’s IMR was 33% better than expected 
from the model. We label the quantity 1-exp(T * µ1i) the within-period performance of 
country  i. This number gives the percentage by which the country over- (positive 
numbers) or underperforms (negative numbers) the average country (performance score 
of zero) within the period.  

 
In addition to varying in their performance with respect to technical progress, 

countries vary in the value of their intercept term,  β0i  in equation 7.  Part of this 
variation we explain by whether the country is coastal or in the tropics, but there remains 
an unexplained country-specific contribution to the intercept term  (µ0i ) .  Factors 
influencing  µ0i  after controlling for the geographical variables in equation (11a) might 
include aspects of infrastructure such as long-standing high levels of water supply and 
sanitation, or long-standing aspects of health policy such as high levels of immunization 
coverage throughout the period.  It could also reflect the cumulative amount of technical 
progress in the country prior to the beginning of the period.  These antecedent differences 
in countries will be reflected in µ0i , and can in some sense be viewed as ‘initial 
conditions’ for the country in 1962.  To continue with the Senegal example, its value for 
µ0i  = .29, indicating a substantial adverse initial effect.  The result of this alone would be 
to increase its IMR level by 34 percent (e.29 = 1.34), that is, an IMR level 34% worse than 
what the model predicts.  A number of previous efforts to assess country performance on 
health have focused, essentially, on  µ0i.  [See, for example, Wang, Jamison, Bos, Preker 
and Peabody (1999).]  We label 1-exp(µ0i) the beginning-of-period performance of 
country  i . 

 
A more comprehensive measure of country performance would combine the 

country-specific components of performance on both level and on rate of technical 
progress.  The ratio by which Senegal’s IMR differs from what would have been 
expected in 1987 — because of its technical progress in the preceding 25 years and its 
initial (upward) shift in mortality level — is then given to be  e(.29-25*.016)  =  .90, or 10% 
better than the model prediction.  We label the composite, 1-exp(µ0i + T * µ1i ) , the end-
of-period performance of country  i  over the period T.   As the length of the period 
becomes small the end-of-period performance becomes close to the beginning-of-period 
value.  Annex Table C.2 shows all three measures of performance and the rank order of 
each country by each measure.  (The rank orderings are within either the low- and 
middle-income group of 70 countries or the high-income group of 24 countries.)  Table 4 
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shows the best and worst performing members of each group in terms of the composite 
(end-of-period) measure, which we view as the most comprehensive measure.  For both 
groups of countries  µ1i  correlates slightly negatively with  µ0i .  One interpretation is that 
countries with low  µ0i  (good beginning-of-period performance) have implemented 
attractive new methods earlier and that the potential for further technical progress (or for 
good within-period performance) is somewhat diminished. 

 

V.  CONCLUSION 

The 20th century witnessed huge and unprecedented declines in mortality rates at 
all ages and in most parts of the world.  Understanding the sources of these changes is 
important not only for understanding one of the defining events of world history but, also, 
to devise policies to address the needs of the perhaps 25 percent of the world’s population 
whose mortality rates remain far higher than those of the rest of humanity. 
Several approaches shed light on the sources of mortality decline.  Epidemiologists and 
demographers have carefully tracked specific communities for many years to assess what 
causes of mortality decline, and for what reasons.  An interesting example of this 
approach found, in rural Senegal, that much of the rapid mortality decline there could be 
traced to the introduction of interventions addressing specific conditions (Pison et al, 
1993).  Another approach is historical.  Easterlin (1998, 1999), for example, examines the 
interplay of economic growth, urbanization and mortality in 19th and 20th century Europe.  
He finds little correlation between the timing of periods of economic growth and 
mortality decline and concludes that income growth in the 19th century probably had a 
real but modest impact on reducing mortality through its influence on food availability 
and environmental conditions.  Fogel (1997) has also stressed the importance of increases 
in food availability during this period. These positive factors were partially offset by 
increased infectious disease transmission resulting from urbanization.  Easterlin 
concludes that 20th century mortality decline, which was much more rapid than that of the 
19th century, had its origin in technical progress, and Powles (2001) has pointed to the 
importance and nature of the institutional changes required to translate technical change 
and economic improvements into mortality reduction. 

 
Increasingly good time series data have become available on country-specific 

demographic and economic conditions for the period from around 1960.  These data have 
allowed statistical assessment of relations among income, education, technical progress 
and mortality, a line of work initiated by Preston (1975, 1980).  This paper adds to that 
literature by continuing to explore of the role of geographical variables (work begun by 
Bloom and Sachs, 1998) and, more importantly, by allowing for heterogeneity across 
countries in the rate of technical progress in mortality decline.  We find that there is high 
variation across countries in the rate of technical progress and that taking account of that 
variation leads to estimates of the effect of income on health that are less than a quarter of 
those of previous assessments (including some of our own).  Even in a period of rapid 
economic growth income changes can account for only a modest fraction of the changes 
in infant mortality in most countries.  Technical progress and educational improvements  
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Table 4.    
Countries Ranked by their End-of-Period Performance in Reducing IMR 
(Listed alphabetically within groups) 
     

  Low- and Middle-Income Countries 
(N = 70)   

High-Income Countries 
(N = 24) 

     
Top Ten   Top Five 

 Bulgaria                      Finland                      
 Central African Republic                         Hong Kong                      
 Columbia                       Singapore                        
 Costa Rica                       Spain                         
 Kenya                      Sweden                          
 Malaysia                          
 Sri Lanka                          
 Sudan                             
 Venezuela          
 Zimbabwe                          

     
Bottom Ten   Bottom Five  

 Bangladesh                     Belgium                        
 Bolivia                         Israel                 
 Ecuador                         New Zealand                         
 Gambia                    United Kingdom                  
 Guinea Bissau                   United States                    
 Indonesia                          
 Lesotho                            
 Philippines                         
 Sierra Leone                            
 Turkey                        

          
     
Source:  Annex Table C.2, based on rank ordering number (3). 
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are far more important in explaining why infant mortality has declined at such different 
rates in different countries. 
 

Drawing on Mosk and Johansson’s (1986) assessment of the interplay between 
income and mortality in Japan, it may be an instructive simplification to categorize 
mortality history into 3 or 4 epochs.  Epoch I, extending up to the late 18th century, was a 
period of ups and downs in mortality rates unaccompanied by any upward trend.  Epoch 
II, in the 19th century, witnessed slow but real mortality reductions among the North 
Atlantic countries that resulted from improved diets and other consequences of income 
growth, but that were partially counterbalanced by the adverse effects of urbanization.  
Epoch III, in the 20th century, was a period of very rapid mortality decline in much of the 
world that was based on the generation and diffusion of inexpensively applied new 
knowledge and specific technologies embodying that knowledge.  A possible Epoch IV, 
in the first quarter of the 21st century, may involve convergence of all communities’ 
mortality rates to the levels technology has made possible even at low levels of income.15  

                                                 
15 See Jha, Mills and others (2002) for assessment of the priority diseases to be addressed, the relevant 
technologies and the probable costs. 
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Annex A: Description of Data 

We obtain our data on infant mortality rates from the United Nations Population 
Division 1998 Series.16  Income per capita is the real gross domestic product (GDP) per 
capita adjusted for purchasing power parity and is expressed in 1985 US dollars (Heston 
and Summers, 1996; Summers and Heston, 1991). The educational measure is the 
average number of years of education for the female population, aged 15 years and above 
(Barro and Lee, 1986).17  We also included a variable on the number of physicians per 
1,000 population in our analysis based on the CD version of World Development 
Indicators 2001 (World Bank, 2001).  In order to have the natural logarithm of physicians 
be a positive number, we re-calculated and redefined the variable to represent the number 
of physicians per 100,000 population.  The geographical variables are from Gallup, Sachs 
and Mellinger (1999). These variables measure the percentage of a country's land area 
situated in the geographical tropics and the percentage of the land area within 100 km of 
the coast or a navigable waterway. The economic policy variable measures the 
percentage of years between 1965 and 1990 that the country's economy was considered 
open, as described in Sachs and Warner (1995). 

 
The findings of this paper are based on 94 countries with a total of 477 

observations from the period 1962-87. The countries are alphabetically listed in Annex 
Table C.1.  Definitions and descriptive statistics of the variables used are reported in 
Annex Table A.1.  Across all observations, the average infant mortality rate is 77 deaths 
per thousand live births; income per capita is $3,525; and the average education level of 
adult females is 3.9 years.  Table A.1 also presents the means and standard deviations of 
each variable for 1962 and 1987. As shown, between 1962 and 1987 income per capita 
almost doubled, from $2,626 to $4,685, infant mortality almost halved, from 97 per 
thousand to 54 per thousand, and the average female education level increased from 3.3 
years to 4.8 years. 

 
 
 
 
 
 
 

 
                                                 
16 The correlation coefficients between the United Nations data and the IMR data from the 1999 World 
Development Indicators by year range from 0.994 to 0.998 depending on the year.  Ahmad, Lopez and 
Inoue (2000) and Hill et.al. (n.d.) provide thoughtful discussions and assessments of the difficulties in 
measuring IMR, how those can be addressed and current estimates. 
17 Krueger and Lindahl (2001) provide an extensive discussion of the properties of alternative education 
series and conclude that all contain extensive measurement error but that the Barro-Lee series has important 
advantages over alternatives. 
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Annex Table A.1.  
Definitions, Means, and Standard Deviations (in Parenthesis) of the Variables Used 
      

Variable Definition All years   t = 1962 t = 1987 

Time-varying variables     

Y5it 3,525  2,626 4,686 
 

GDP per capita of country i averaged over the 5-year period 
from (t – 2) to (t + 2) (3,465)  (2,426) (4,562) 

      
LY5it Natural logarithm of Y5it 7.71  7.46 7.95 
  (1.0)  (0.9) (1.1) 
      
FEDUCit 3.88  3.32 4.81 
 

Average numbers of years of education in the female 
population aged 15 and above for country i in year t (2.8)  (2.7) (3.0) 

      
IMRit 76.9  97.3 53.6 
 

Infant mortality rate (deaths prior to age 1 per 1000 live 
births) for country i in year t (52.9)  (59.0) (42.0) 

      
LIMRit Natural logarithm of IMRit 4.00  4.32 3.55 
  (0.9)  (0.8) (1.1) 
      
DOCit Number of physicians (per 100,000 people) for country i in 

year t 70.2  52.9 109.5 
  (77.6)  (53.9) (110.9) 

LDOCit Natural logarithm of number of physicians (per 100,000 
people) for country i in year t 3.48  3.25 3.91 

  (1.4)  (1.4) (1.5) 
      
TIMEt Calendar year of observation minus 1962 (= t – 1962) 12.55  0.00 25.00 
  (8.66)    

Number of observations 477  80 82 

Time-invariant variables     

TROPICSi 0.54    
 

Fraction of land area situated in the geographical tropics for 
country i (0.48)    

COASTALi 0.49    
 

Fraction of land area located within 100km of the seacoast or 
an ocean-navigable waterway for country i (0.37)    

OPEN6590i Fraction of years between 1965 and 1990 that country i is 
deemed to have had an open economy 0.36    

  (0.43)    

AFRICAi 0.29    
 

Indicator for countries in Africa (takes value 1 for African 
countries and 0 otherwise) (0.45)    

      
Number of countries: 94    
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Annex B: Alternative Models 

All the models discussed in the main text share the characteristic that they do not 
allow for any cross-country variation in the coefficients on income, education or 
physicians per capita. As explained above, our main focus is on cross-country differences 
in technical progress, but there is no a priori reason to think that there may not be 
important cross-country variation in the use of the other inputs into the health production 
function. Indeed Oeppen (1999) has found substantial cross-country variation in the 
income elasticity.  To check whether our focus on country-specific time slopes was 
warranted, we estimated twelve more models that are equivalent to models 1 to 4 of 
Table 2 except that they let either the income, education, or physicians per capita slope 
vary in the same way the time slope was allowed to vary in models 2 - 4. The results are 
reported in Annex Table B.1 (for income), Annex Table B.2 (for education), and Annex 
Table B.3 (for physicians per capita). Each column reports the coefficient results and the 
same model statistics as the table for the main models.  For easy reference each table’s 
column 1 repeats column 1 of Table 2, i.e. the baseline model that results from the 
imposition of the constraint of equal coefficients across countries. 

 
As the tables show, the log-likelihood and chi-squared values are uniformly better 

in all the models that allow for parameter heterogeneity.  That said, Table 2 and Annex 
Tables B.1 - B.3 collectively show that the fit is much better improved by relaxing the 
assumption of time slope homogeneity than by relaxing the homogeneity assumption for 
the other coefficients.  

 
If we move from measures of goodness of fit to the coefficient estimates, we also 

find that making the time slope heterogeneous is more informative. The tables show that 
while varying the time slope across countries has dramatic effects on the income slope, 
there is no similar effect when we make the other coefficients heterogeneous. Across all 
the models in the Annex B tables, the slopes on the determinants whose effect we keep 
homogeneous are stable.  Finally, while the variation in the time slope is only somewhat 
correlated with the country level shift, the correlations between the country intercept shift 
and the variation in the other slopes are very high, suggesting that the inclusion of a 
country-specific time slope is more useful than varying the other slopes.  

 
Allowing country-specific time slopes simply means allowing each country’s 

health production function to shift down at different rates, which is theoretically not a 
great leap from allowing different levels (intercepts) for different countries. Allowing 
country-specific coefficients on the socio-economic determinants, on the other hand, is 
tantamount to saying that the shape of the production function is different. Such a move 
would require us to rethink what we are doing when we estimate health production 
functions with cross-country data. All of this leads us to believe that while country 
variation in the effect of income, education and doctor coverage on health may be 
important subjects of future research, understanding the role of differential rates of 
technical progress is particularly important at this stage.  
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Annex Table B.1.  
Robustness Check: Cross-Country Variation in the Income Slope (robust t-statistics in 
parentheses) 
          

Analogous Models Independent Variables/Model Parameters 
(1) (2) (3) (4)

       
Level-1 Model: Determinants of IMR (modified 
equation 7)     
       
  Average value of country-specific intercepts 

(sample mean of β0i) 7.32 6.85 6.84 6.76 
       
  Average value of country-specific LY5 coefficient 

(sample mean of β2i) -0.311 -0.214 -0.210 -0.204 
       
  TIME (β1) -0.02 -0.02 -0.017 -0.018 
   (9.04) (9.92) (10.79) (11.34) 
       
  FEDUC (β3) -0.12 -0.11 -0.099 -0.089 
   (5.91) (5.61) (5.30) (4.89) 
       
  LDOC (β4) -0.06 -0.11 -0.118 -0.116 
   (1.89) (4.10) (4.53) (4.32) 
       
Level-2 Model: Country-specific LY5 coefficients (β2i)     
       
  Coefficient on LY5 (common value across 

countries, γ20) -0.31 -0.21 -0.120 -0.097 
   (5.57) (4.12) (1.26) (1.06) 
       
  TROPICS (γ21)   0.314 0.293 
     (3.71) (3.62) 
       
  COASTAL (γ22)   -0.524 -0.504 
     (5.13) (5.41) 
       
  OPEN6590 (γ23)    -0.048 
      (3.68) 
       
  Variance of country-specific income effect µ2i  0.1411 0.0745 0.0589 
    (5.27) (4.61) (4.38) 
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Annex Table B.1, continued     
   (1) (2) (3) (4)
Level-2 Model: Country-specific intercept (β0i)     
       
  Intercept (common value across countries, γ00) 7.37 7.01 6.35 6.25 
   (19.12) (18.96) (9.22) (9.48) 
       
  TROPICS (γ01) 0.17 0.018 -2.29 -2.19 
   (1.62) (0.19) (3.61) (3.58) 
       
  COASTAL (γ02) -0.29 -0.348 3.50 3.45 
   (2.65) (2.74) (4.60) (4.95) 
       
  Variance of country-specific level effect µ0i  7.79 4.08 3.35 
    (5.23) (4.53) (4.34) 
       
  Correlation between country-specific level effect 

µ0i and income effect µ2i   -0.99 -0.99 -0.99 
       
      
Estimation Statistics     
 Number of observations 477 477 477 477
 Number of countries 94 94 94 94
      
 Number of parameters estimated 9 11 13 14
       
 Log-likelihood value 97.4 173.5 193.3 200.2
       
 Likelihood-ratio tests:     
  Comparison model  1 2 3
  Test degrees of freedom  2 2 1
  Chi-square value  152.20 39.58 13.8
   p-value  0.000 0.000 0.000
              

Dependent variable: logarithm of the infant mortality rate (LIMR). 
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Annex Table B.2.  
Robustness Check: Cross-Country Variation in the Education Slope (robust t-statistics in 
parentheses) 
           

Analogous Models Independent Variables/Model Parameters 
 (1) (2) (3) (4)

        
Level-1 Model: Determinants of IMR (modified 
equation 7)      
        
  Average value of country-specific intercepts 

(sample mean of β0i)  7.32 7.11 6.94 6.72 
        
  Average value of country-specific FEDUC 

coefficient   -0.311 -0.094 (0.08) (0.07) 
  (sample mean of β3i)      
        
  TIME (β1)  -0.02 -0.02 -0.018 -0.019
    (9.04) (9.76) (10.42) (11.07)
        
  LY5 (β2)  -0.12 -0.27 -0.239 -0.211
    (5.91) (4.56) (4.17) (3.79)
        
  LDOC (β4)  -0.06 -0.09 -0.097 -0.103
  (1.89) (3.32) (3.79) (4.04)
        
Level-2 Model: Country-specific FEDUC 
coefficients (β3i)      
        
  Coefficient on FEDU (common value across 

countries, γ30)  -0.31 -0.09 -0.028 0.020 
    (5.57) (3.54) (0.73) (0.52) 
        
  TROPICS (γ31)    0.105 0.071 
      (3.14) (2.27) 
        
  COASTAL (γ32)    -0.227 -0.182 
      (5.00) (4.34) 
        
  OPEN6590 (γ33)     -0.1155 
       (5.70) 
        
  Variance of country-specific education effect 

µ3i   0.0262 0.0167 0.0131 
   (5.73) (5.33) (1.00) 



 38

 
Annex Table B.2, continued      
   (1) (2) (3) (4)
        
Level-2 Model: Country-specific intercept (β0i)      
        
  Intercept (common value across countries, γ00)  7.37 7.26 6.88 6.66 
    (19.12) (17.25) (16.23) (16.35) 
        
  TROPICS (γ01)  0.17 0.207 -0.17 -0.12 
    (1.62) (1.83) (1.04) (0.80) 
        
  COASTAL (γ02)  -0.29 -0.526 0.30 0.27 
    (2.65) (4.04) (1.48) (1.35) 
        
  Variance of country-specific level effect µ0i   0.54 0.37 0.34 
     (5.98) (5.77) (5.74) 
        
  Correlation between country-specific level 

effect µ0i and education effect µ2i    -0.85 -0.77 -0.80 
        
Estimation Statistics      
 Number of observations  477 477 477 477 
 Number of countries  94 94 94 94 
       
 Number of parameters estimated  9 11 13 14 
        
 Log-likelihood value  97.4 170.5 187.4 199.9 
        
 Likelihood-ratio tests:      
  Comparison model   1 2 3
  Test degrees of freedom   2 2 1
  Chi-square value   146.26 33.72 25
   p-value   0.00 0.000 0.000
        

Dependent variable: logarithm of the infant mortality rate (LIMR). 
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Annex Table B.3.    
Robustness Check: Cross-Country Variation in the LDOC Slope (robust t-statistics in 
parentheses) 
           

Analogous Models Independent Variables/Model Parameters 
 (1) (2) (3) (4)

        
Level-1 Model: Determinants of IMR (modified 
equation 7)      
        
  Average value of country-specific intercepts  7.32 7.43 7.40 7.17 
  (sample mean of β0i)      
        
  Average value of country-specific LDOC  -0.311 -0.167 -0.178 -0.174 
  coefficient (sample mean of β4i)      
        
  TIME (β1)  -0.02 -0.02 -0.016 -0.017 
    (9.04) (9.58) (9.96) (10.91) 
        
  LY5 (β2)  -0.12 -0.27 -0.258 -0.232 
    (5.91) (4.91) (4.87) (4.58) 
        

  FEDUC (β3)  -0.06 -0.10 -0.095 -0.085 
    (1.89) (4.70) (4.59) (4.40) 
        
Level-2 Model: Country-specific LDOC 
coefficients (β4i)      
        

  
Coefficient on LDOC (common value across 
countries, γ40)  -0.31 -0.17 -0.140 -0.094 

    (5.57) (3.79) (2.07) (1.53) 
        
  TROPICS (γ41)    0.250 0.207 
      (4.14) (3.64) 
        
  COASTAL (γ42)    -0.349 -0.302 
      (4.29) (4.12) 
        
  OPEN6590 (γ43)     -0.121 
       (5.07) 
        
  Variance of country-specific LDOC effect µ4i   0.0861 0.0418 0.0278 
     (5.49) (4.72) (4.24) 
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Annex Table B.3, continued      
   (1) (2) (3) (4)
        

Level-2 Model: Country-specific intercept (β0i)      
        
  Intercept (common value across countries, γ00)  7.37 7.57 7.41 7.18 
    (19.12) (18.76) (17.31) (17.88) 
        
  TROPICS (γ01)  0.17 0.096 -0.84 -0.77 
    (1.62) (0.90) (3.58) (3.56) 
        
  COASTAL (γ02)  -0.29 -0.389 0.89 0.83 
    (2.65) (3.14) (2.95) (3.02) 
        
  Variance of country-specific level effect µ0i   1.37 0.64 0.46 
     (5.59) (4.91) (4.59) 
        

  

Correlation between country-specific level 
effect  
µ0i and physician coverage effect µ 4i    -0.96 -0.92 -0.91 

        
Estimation Statistics      
 Number of observations  477 477 477 477 
 Number of countries  94 94 94 94 
       
 Number of parameters estimated  9 11 13 14 
        
 Log-likelihood value  97.4 152.8 171.4 183.8 
        
 Likelihood-ratio tests:      
  Comparison model   1 2 3
  Test degrees of freedom   2 2 1
  Chi-square value   110.81 37.16 24.8
   p-value   0.00 0.000 0.000
                
Dependent variable: logarithm of the infant mortality rate (LIMR). 
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Annex C:  Country-specific Estimates of IMR Change, of Sources of 
IMR Decline and of Performance 
 
 For each country, as well as for the entire sample of 94 countries, we decomposed 
the sources of the country’s IMR decline between 1962 and 1967 into the amount due to 
changes in its income level, its education level, its number of physicians and its (country-
specific) technical progress.  We further assessed the amount of the technical progress for 
the country that was due to geographical location, the openness of its economy and a 
residual country-specific element.  Annex Table C.1 conveys these decompositions for 
each country.   
 
 Annex Table C.2 provides information, for each country, on the size of each 
country’s rate of technical progress and the country-specific level effect, based on model 
(7) of Table 3.  It then orders countries by the three measures of performance described in 
Section IV of the text.
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Annex Table C.1:   
Percent of IMR Decline due to Technical Progress and to Improvements in Income and Education Levels for 94 Countries.a 
             

  IMR  Percent of IMR Decline Due to  Factors Influencing Technical Progressb 

Country 

level 
in 

1962 

level 
in 

1987

percent
decline,
1962 to 

87  

income 
improve-

ment

education
improve-

ment

Increase
 of 

physicians
technical 
progress  

tropical 
location

coastal 
location

open 
economic 

policies

country-
specific 

effect 
            
Total Sample 99 44 56  7 21 7 66  -8 13 21 39 
(94 countries)            
            
Algeria 160 67 58  7 25 8 60  -2 1 0 61 
Argentina 60 27 55  2 34 7 57  0 5 0 53 
Australia 20 9 56  6 11 4 79  -5 5 53 26 
Austria 32 9 71  6 20 2 72  0 10 38 24 
Bangladesh 150 110 27  4 26 39 31  -10 41 0 -1 
Belgium 27 9 66  6 8 6 81  0 18 41 22 
Bolivia 164 90 45  17 -3 -108 194  -54 2 169 77 
Botswana 113 57 49  18 30 17 35  -12 0 30 18 
Brazil 109 55 50  11 7 13 69  -16 7 0 79 
Cameroon 154 92 40  14 29 13 44  -23 5 0 62 
Canada 26 7 72  5 0 4 91  0 1 38 52 
Central African 
Republic 167 104 38  -3 22 11 70  -26 0 0 97 
Chile 109 18 83  1 13 -21 107  -1 10 20 78 
Colombia 92 41 55  7 30 8 56  -15 8 12 51 
Costa Rica 81 16 80  2 9 4 85  -7 13 4 75 
Denmark 20 8 60  6 5 5 84  0 21 48 14 
Dominican Republic 118 55 53  7 24 20 48  -15 27 0 36 
Ecuador 119 57 52  23 114 -98 60  -43 30 122 -49 
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Annex Table C. 1, continued 
           

     
 IMR  Percent of IMR Decline Due to  Factors Influencing Technical Progress 

 

level 
in 

1962 

level 
in 

1987

percent 
decline, 
1962 to 

87  

income 
improve-

ment

education 
improve-

ment

Increase 
of 

physicians
technical 
progress  

tropical 
location

coastal 
location

open-
economic 

policies

country-
specific 

effect 
     
El Salvador 123 54 56  3 21 12 65  -15 28 3 50 
Finland 19 6 69  6 14 8 72  0 5 39 28 
France 25 8 69  6 15 6 73  0 15 39 20 
Germany 29 8 72  5 5 3 87  0 15 37 34 
Ghana 127 82 36  -2 36 0 67  -25 9 24 60 
Greece 50 11 78  6 20 4 70  0 13 31 25 
Guatemala 127 65 49  4 22 4 70  -19 14 9 65 
Haiti 176 100 43  0 26 4 70  -22 40 0 52 
Honduras 136 53 61  3 16 17 64  -12 15 0 61 
Hong Kong 33 7 79  9 31 5 55  -8 14 31 18 
India 157 93 41  6 37 9 48  -12 10 0 49 
Indonesia 133 75 44  14 49 22 15  -19 26 63 -54 
Iran 163 53 68  3 23 2 72  0 2 0 70 
Ireland 28 8 71  5 11 2 82  0 15 35 31 
Israel 29 11 64  19 70 -95 107  0 47 26 33 
Italy 40 10 75  5 11 6 78  0 12 33 33 
Jamaica 61 27 56  4 38 -45 102  -20 36 31 55 
Japan 25 5 80  8 10 2 80  0 13 31 36 
Jordan 125 44 65  13 47 -31 71  0 4 58 9 
Kenya 118 73 38  6 42 8 44  -25 4 12 53 
Korea, Republic of 70 14 80  9 35 5 51  0 12 27 12 
Lesotho 145 107 26  29 22 11 39  0 0 0 39 
Liberia 180 104 42  5 35 -51 111  -41 50 0 102 
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Annex Table C. 1, continued 
   

      
 IMR  Percent of IMR Decline Due to  Factors Influencing Technical Progress 
  

level 
in 

1962 

level 
in 

1987

percent 
decline, 
1962 to 

87

 
income 

improve-
ment

 
education 
improve-

ment

 
Increase 

of 
physicians

 
 

technical 
progress

 
 

tropical 
location

 
 

coastal 
location

 
open-

economic 
policies

 
country-
specific 

effect 
      
Malawi 204 153 25  9 35 -5 61  -46 0 0 107 
Malaysia 63 17 73  8 29 5 58  -10 14 39 15 
Mali 208 145 30  0 8 22 70  -29 0 15 84 
Mauritius 61 24 61  3 24 8 65  -11 20 46 10 
Mexico 88 40 55  7 42 6 45  -7 10 11 31 
Mozambique 185 125 32  -9 12 -10 106  -26 17 0 115 
Myanmar 150 101 33  14 35 18 34  -29 15 0 48 
Nepal 189 109 42  7 11 15 67  0 0 0 67 
Netherlands 16 7 55  7 39 6 49  0 24 54 -29 
New Zealand 21 10 50  6 29 4 61  0 31 14 17 
Nicaragua 131 65 50  1 24 4 72  -18 20 0 69 
Niger 186 135 28  1 16 -5 88  -51 0 0 139 
Norway 17 8 54  9 26 7 58  0 12 56 -10 
Pakistan 155 100 35  13 39 10 38  0 4 0 34 
Papua New Guinea 155 70 55  2 10 22 66  -13 16 0 62 
Paraguay 62 47 25  17 59 5 19  -23 24 13 5 
Peru 136 68 50  4 50 7 39  -17 7 8 41 
Philippines 76 54 30  9 86 -1 6  -31 57 15 -34 
Portugal 76 14 82  5 14 4 77  0 9 28 40 
Romania 60 26 56  14 28 3 55  0 11 0 45 
Senegal 168 76 55  1 8 -16 107  -18 19 0 106 
Sierra Leone 215 180 16  6 237 -254 110  -266 235 0 141 
Singapore 30 7 75  10 17 4 69  -8 14 32 31 

 



 45

Annex Table C. 1, continued 
   

      
 IMR  Percent of IMR Decline Due to  Factors Influencing Technical Progress 
  

level 
in 

1962 

level 
in 

1987

percent 
decline, 
1962 to 

87

 
income 

improve-
ment

 
education 
improve-

ment

 
Increase 

of 
physicians

 
 

technical 
progress

 
 

tropical 
location

 
 

coastal 
location

 
open-

economic 
policies

 
country-
specific 

effect 
      
South Africa 87 62 28  6 11 45 38  -1 6 0 33 
Spain 42 9 80  5 17 5 74  0 6 29 38 
Sri Lanka 80 24 70  4 20 -2 79  -10 17 9 62 
Sweden 15 6 60  5 19 8 68  0 7 51 11 
Switzerland 20 7 66  4 21 1 74  0 6 44 24 
Syrian Arab Rep. 125 49 61  8 34 10 48  0 3 2 43 
Tanzania 143 92 36  9 -11 -4 106  -26 4 0 128 
Thailand 95 39 59  10 21 3 66  -12 6 50 22 
Togo 170 96 44  9 31 18 42  -21 6 0 58 
Trinidad & Tobago 48 20 59  12 78 -69 80  -30 55 0 55 
Tunisia 155 49 68  7 23 10 60  0 9 3 48 
Turkey 176 81 54  8 25 7 60  0 11 5 44 
Uganda 125 124 1  18 131 -71 22  -232 0 114 141 
United Kingdom 22 9 59  8 18 -58 131  0 36 83 12 
United States 25 10 60  5 31 4 60  0 6 49 6 
Uruguay 48 23 53  1 32 6 61  0 15 3 43 
Venezuela 73 27 63  0 32 6 62  -13 13 4 58 
Zambia 130 85 35  -3 48 5 51  -29 0 0 79 
Zimbabwe 106 69 35  4 26 -4 74  -27 0 0 101 
            
a This decomposition of decline in IMR is based on model 4 (Table 2). 
b These columns shown the amount of the technical progress components of IMR decline that is due to each of the three indicated factors. 
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Annex Table C.2.         
The Country-Specific Components of the Determinants of IMR and Country Performance 
          

      
     Country-specific components 
                        of IMR   

Rank order among low- and middle-
income countries based on column 

   (1) (2) (3)  (1) (2) (3)

Low- and Middle-Income 
Countries  µ0i

b µ1i
c

total country-
specific effect 

on IMRd    
       
 Algeria                         -47% 1% -18%   14 60 25
 Argentina                       -23% 0% -9%   29 54 36
 Bangladesh                      -53% -1% -114%   12 4 1
 Benin                           7% 0% 13%   48 46 53
 Bolivia                         -61% 0% -81%   9 19 8
 Botswana                        20% -1% 7%   61 17 46
 Brazil                          -7% 1% 18%   40 63 58
 Bulgaria                        27% 0% 25%   63 35 64
 Cameroon                        8% 0% 9%   49 38 50
 Central African Republic   12% 1% 23%   50 55 62
 Chile                           -138% 3% -10%   1 69 34
 China                           28% -1% 3%   64 7 41
 Colombia                        14% 0% 21%   55 49 61
 Congo                           -10% 0% -14%   38 31 30
 Costa Rica   -24% 4% 52%   27 70 70
 Dominican Republic   -36% 0% -32%   19 41 20
 Ecuador                         -15% -2% -79%   35 3 9
 Egypt                           -91% 1% -61%   3 57 13
 El Salvador   -40% 0% -26%   16 53 24
 Gambia                          -70% -1% -103%   6 12 2
 Ghana                           15% 0% 8%   57 23 48
 Guatemala                       -3% 0% 6%   44 48 44
 Guinea Bissau   -66% -1% -95%   8 13 6
 Haiti                           -55% 0% -61%   11 29 12
 Honduras                        -24% 1% 14%   26 64 54
 Hungary                         -70% 2% -16%   5 66 27
 India                           -24% 0% -31%   28 27 21
 Indonesia                       -11% -2% -100%   36 1 3
 Iran                            -73% 2% -15%   4 68 29
 Jamaica                         24% 0% 21%   62 30 60
 Jordan                          -28% -1% -63%   23 9 11
 Kenya                           29% 0% 23%   65 24 63
 Korea, Republic of   -22% -1% -42%   30 15 17
 Lesotho                         -59% -1% -95%   10 10 5
 Liberia                         -39% 0% -43%   18 33 16
 Malawi                          -19% 0% -26%   31 28 23
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Annex Table C.2, continued 
          

      
Country-specific components 

of IMR   
Rank order among low- and middle-
income countries based on column 

   (1) (2) (3)  (1) (2) (3)

Low- and Middle-Income 
Countries  µ0i              µ1i

total country-
specific effect 

on IMR    
       
 Malaysia                        37% -1% 27%   70 16 65
 Mali                            -16% 0% -10%   34 43 35
 Mauritius                       14% -1% -3%   56 11 38
 Mexico                          -5% 0% -14%   42 25 31
 Mozambique                      -27% 0% -16%   25 50 28
 Myanmar                         13% 0% 4%   52 22 43
 Nepal                           -45% 0% -32%   15 51 19
 Nicaragua                       -28% 1% -12%   24 56 32
 Niger                           2% 0% 4%   45 40 42
 Pakistan                        -31% -1% -53%   22 14 15
 Papua New Guinea           -11% 1% 15%   37 61 55
 Paraguay                        29% -1% 2%   66 5 40
 Peru                            -31% 0% -39%   21 26 18
 Philippines                     -9% -2% -78%   39 2 10
 Poland                          -7% 0% -11%   41 32 33
 Romania                         3% 0% 9%   47 44 49
 Rwanda                          12% 0% 10%   51 34 51
 Senegal                         -34% 2% 10%   20 67 52
 Sierra Leone                    -47% -1% -93%   13 8 7
 South Africa                    -39% 0% -55%   17 20 14
 Sri Lanka                       -4% 1% 28%   43 65 66
 Sudan                           32% 0% 36%   68 45 69
 Syrian Arab Rep.               -18% 0% -7%   32 52 37
 Tanzania                        2% 1% 21%   46 59 59
 Thailand                        14% -1% 0%   53 18 39
 Togo                            14% 0% 16%   54 42 57
 Trinidad & Tobago             15% 0% 6%   58 21 45
 Tunisia                         -68% 1% -29%   7 62 22
 Turkey                          -104% 0% -100%   2 39 4
 Uganda                          32% -1% 7%   69 6 47
 Uruguay                         -16% 0% -18%   33 36 26
 Venezuela                       18% 1% 33%   60 58 67
 Zambia                          17% 0% 15%   59 37 56
 Zimbabwe                        30% 0% 35%   67 47 68
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Annex Table C.2, continued       
          

      
Country-specific components 

of IMR   
Rank order among high-income 

countries based on column 
   (1) (2) (3)  (1) (2) (3)

High-Income Countries  µ0i              µ1i

total country-
specific effect 

on IMR    
       
 Australia                       37% 0% 31%   16 10 14
 Austria                         31% 0% 29%   15 13 13
 Belgium                         -5% 0% -7%   4 14 5
 Canada                          8% 1% 36%   8 23 15
 Denmark                         8% -1% -7%   7 8 6
 Finland                         46% 0% 49%   18 15 22
 France                          39% 0% 36%   17 12 16
 Germany                         -13% 1% 1%   1 19 8
 Greece                          -13% 0% -6%   2 16 7
 Hong Kong                       55% 0% 52%   21 11 23
 Ireland                         16% 0% 22%   12 17 11
 Israel                          9% -1% -15%   9 5 3
 Italy                           2% 1% 20%   5 20 10
 Japan                           30% 1% 43%   14 21 19
 Netherlands                     52% -2% 14%   20 1 9
 New Zealand                    2% -1% -21%   6 6 1
 Norway                          60% -2% 41%   24 2 17
 Portugal                        -12% 1% 23%   3 24 12
 Singapore                       60% 0% 65%   23 18 24
 Spain                           26% 1% 46%   13 22 20
 Sweden                          56% -1% 46%   22 7 21
 Switzerland                     48% 0% 42%   19 9 18
 United Kingdom                15% -1% -8%   11 4 4
 United States                   11% -1% -20%   10 3 2
                    
 

a These results are based on Model 7 of Table 3 estimated without inclusion of doctor availability, LDOC. 
b This column shows µ0i, the calculated value of the country-specific component of the intercept 
(equation 11a) by  [1 -  exp(µ0i)]. 
c This column shows µ1i, the calculated value of the country-specific component of the coefficient 
on time (equation 12b) as by  [1 -  exp(µ1i )]. 
d This column shows the total country-specific effect over the 25 years, i.e., it is the upward (or 
downward) shift for a given country, relative to its expected level (µ0i) plus the cumulative effect 
over 25 years of the country-specific component of the rate of technical progress 25µ1i .  To 
express in terms of IMR (rather than its logarithm), we exponentiate and express the result as a 
percent of what the country’s expected IMR would be if its value of the country-specific effects 
were average, i.e. 0.  The column 3 value for country i  is, therefore, given by  [1 -  exp(µ0i + 25µ1i 
)]. 
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